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(0,	0)	 (1,	0)	 (0,	1)	 (1,	1)	

(a,	b)	 f1	 f2	 f3	 f4	

(a’,	b)	 f5	 f6	 f7	 f8	

(a,	b’)	 f9	 f10	 f11	 f12	

(a’,	b’)	 f13	 f14	 f15	 f16	

(0,	0)	 (1,	0)	 (0,	1)	 (1,	1)	

(a,	b)	 1/2	 0	 0	 1/2	

(a’,	b)	 3/8	 1/8	 1/8	 3/8	

(a,	b’)	 3/8	 1/8	 1/8	 3/8	

(a’,	b’)	 1/8	 3/8	 3/8	 1/8	

(0,	0)	 (1,	0)	 (0,	1)	 (1,	1)	

(a,	b)	 1/2	 0	 0	 1/2	

(a’,	b)	 1/2	 0	 0	 1/2	

(a,	b’)	 1/2	 0	 0	 1/2	

(a’,	b’)	 0	 1/2	 1/2	 0	

Empirical	model:	

Bell	model:	

PR	Box:	

Bell,	J.,	“On	the	Einstein-Podolsky-Rosen	Paradox,”	Physics,	1,	1964,	195-200;	Popescu,	S.,	and	D.	Rohrlich,	
“Quantum	Nonlocality	as	an	Axiom,”	Founda'ons	of	Physics,	24,	1994,	379-385			
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a	 a’	 b	 b’	

p0	 0	 0	 0	 0	

p1	 0	 0	 0	 1	

p2	 0	 0	 1	 0	

p3	 0	 0	 1	 1	

p4	 0	 1	 0	 0	

p5	 0	 1	 0	 1	

p6	 0	 1	 1	 0	

p7	 0	 1	 1	 1	

p8	 1	 0	 0	 0	

p9	 1	 0	 0	 1	

p10	 1	 0	 1	 0	

p11	 1	 0	 1	 1	

p12	 1	 1	 0	 0	

p13	 1	 1	 0	 1	

p14	 1	 1	 1	 0	

p15	 1	 1	 1	 1	

Phase-space	model:	



(0,	0)	 (1,	0)	 (0,	1)	 (1,	1)	

(a,	b)	 f1	 f2	 f3	 f4	

(a’,	b)	 f5	 f6	 f7	 f8	

(a,	b’)	 f9	 f10	 f11	 f12	

(a’,	b’)	 f13	 f14	 f15	 f16	
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a	 a’	 b	 b’	

p0	 0	 0	 0	 0	

p1	 0	 0	 0	 1	

p2	 0	 0	 1	 0	

p3	 0	 0	 1	 1	

p4	 0	 1	 0	 0	

p5	 0	 1	 0	 1	

p6	 0	 1	 1	 0	

p7	 0	 1	 1	 1	

p8	 1	 0	 0	 0	

p9	 1	 0	 0	 1	

p10	 1	 0	 1	 0	

p11	 1	 0	 1	 1	

p12	 1	 1	 0	 0	

p13	 1	 1	 0	 1	

p14	 1	 1	 1	 0	

p15	 1	 1	 1	 1	
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Abramsky,	S.,	and	A.	Brandenburger,	“The	Sheaf-Theore0c	Structure	of	Non-Locality	and	Contextuality,”	
New	Journal	of	Physics,	13,	2011,	113036;	Abramsky,	S.,	and	A.	Brandenburger,	“An	Opera0onal	
Interpreta0on	of	Nega0ve	Probabili0es	and	No-Signalling	Models,”	in	van	Breugel,	F.,	E.	Kashefi,	C.	
Palamidessi,	and	J.	Ru`en	(eds.),	Horizons	of	the	Mind:	A	Tribute	to	Prakash	Panagaden,	Lecture	Notes	in	
Computer	Science	8464,	Springer,	2014,	59-75;	also	available	at	h`p://arxiv.org/abs/1401.2561	

Theorem	(Abramsky-Brandenburger	2011):	An	empirical	model	
(formulated	much	more	generally)	can	be	realized	by	a	phase-space	
model	with	signed	probabili0es	if	and	only	if	the	empirical	model	
sa0sfies	no	signaling.	
	

But	what	do	nega0ve	probabili0es	---	even	if	unobserved	---	mean?	
	

Can	they	be	given	an	opera0onal	interpreta0on	within	classical	
physics?	
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New	Journal	of	Physics,	13,	2011,	113036;	Abramsky,	S.,	and	A.	Brandenburger,	“An	Opera0onal	
Interpreta0on	of	Nega0ve	Probabili0es	and	No-Signalling	Models,”	in	van	Breugel,	F.,	E.	Kashefi,	C.	
Palamidessi,	and	J.	Ru`en	(eds.),	Horizons	of	the	Mind:	A	Tribute	to	Prakash	Panagaden,	Lecture	Notes	in	
Computer	Science	8464,	Springer,	2014,	59-75;	also	available	at	h`p://arxiv.org/abs/1401.2561	

Theorem	(Abramsky-Brandenburger	2011):	An	empirical	model	
(formulated	much	more	generally)	can	be	realized	by	a	phase-space	
model	with	signed	probabili0es	if	and	only	if	the	empirical	model	
sa0sfies	no	signaling.	
	

But	what	do	nega0ve	probabili0es	---	even	if	unobserved	---	mean?	
	

Can	they	be	given	an	opera0onal	interpreta0on	within	classical	
physics?	
	

The	answer	in	Abramsky-Brandenburger	(2014)	is	to	push	the	minus	
sign	in	from	probabili0es	to	events	
	

Think	of	an	urn	of	colored	balls	with	+	or	−	painted	on	them!	
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A	red-green	and	blue-green	color	blind	person	picks	balls	out	of	an	urn	and	reports:	
“One-quarter	of	the	0me,	the	ball	is	red	or	green,	and	one-third	of	the	0me	it	is	blue	
or	green.”	
	
Is	this	possible?	
	
If	so,	then	we	get	
	
1/4	+	1/3	=	Prob(Red)	+	Prob(Green)	+	Prob(Blue)	+	Prob(Green)	=	1	+	Prob(Green)	
	
from	which	
	
Prob(Green)	=	−	5/12!	
	
Prob(Red)	=	8/12	
	
Prob(Blue)	=	9/12	 ?	

?	
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+	

+	
−	−	

Red+	 Green+	 Blue+	

8/22	

9/22	

−	

We	calculate	the	empirical	probability	of	
e.g.	the	event	{Red,	Green}	as:	

�	 �	 �	
Red−	 Green−	 Blue−	
0	

5/22	

�	 �	 �	
0	 0	

An	answer:	The	balls	come	with	+	or	−	signs	

+	

+	

+	 +	

+	

(#	Red+	balls	−	#	Red−	balls)	+	(#	Green+	balls	−	#	Green−	balls)	
	

(#	Red+	balls	−	#	Red−	balls)	+	(#	Green+	balls	−	#	Green−	balls)	+	(#	Blue+	balls	−	#	Blue−	balls)	

+	

+	

+	

+	

+	
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There	is	no	informa0on	flow	
between	Alice’s	loca0on	and	Bob’s	
loca0on,	which	may	be	space-like	
separated	
	
So,	this	is	a	bona	fide	physical	(and	
non-quantum)	simula0on	
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Supplementary	Informa0on,”	2015,	at	adambrandenburger.com	

How	can	we	assess	the	‘efficiency’	of	this	simula0on?	
	

Let’s	start	by	calcula0ng	entropies	
	

The	standard	axioms	for	Renyí	entropy	extend	to	signed	probability	
measures	and,	if	we	require	sufficient	smoothness,	yield	a	parametric	
family	of	entropy	func0onals	(Brandenburger	and	La	Mura	2015):	
	
	
	
Proposi?on:	Fix	a	phase-space	model	with	signed	probability	measure	
p	and	the	associated	probability	model	with	signed	events	and	non-
nega0ve	probability	measure	q.		Then	Hα(q)	≥	Hα(p)	for	all	α	>	1,	with	
strict	inequality	if	at	least	one	component	of	p	is	strictly	nega0ve.	
	

Hα (p) = −
1

α −1
log( | pi |

α )
i
∑ where α >1
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Sample	n	0mes	from	a	mul0nomial	distribu0on	p	=	(p1,	…,	pk)	
	
For	each	i	=	1,	…,	k,	let	fi	be	the	#	of	0mes	the	ith	outcome	is	obtained	
and	write	ri	=	fi	/	n	
	
Sanov’s	Theorem:	The	probability	of	obtaining	r	=	(r1,	…,	rk)	is	given	by	
	
	
where	
	
	
is	the	Kullback-Leibler	divergence	(rela0ve	entropy).	

logPr(r; p,n) = −nH1(r, p)+o(n)

H1(r, p) = ri log
ri
pii=1

k

∑
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Consider	two	mul0nomial	distribu0ons	
	

	 	 	 	p	=	(p1,	p2,	p3,	…,	pk)	
	

	 	 	 	p’	=	(p1	−	ε,	p2	+	ε,	p3,	…,	pk)	
	

where	p1	>	p2	and	ε	<	p1	−	p2		
	

It	is	standard	to	show	that	H1(p’)	>	H1(p)	
	

Proposi?on:	Let	
	 	 	 	p”	=	(p1	−	½ε,	p2	+	½ε,	p3,	…,	pk)	

	

so	that	p”	is	equidistant	from	p	and	p’.		Then	H1(p”,p’)	<	H1(p”,p)	for	
small	ε.		Therefore,	by	Sanov’s	Theorem,	p”	is	more	likely	to	be	
observed	under	p’	than	under	p.	
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For	“fluctua0ons,”	
perhaps,	but	we	saw	
some	evidence	that	
this	may	not	be	true	
for	“devia0ons”	

We	saw	that	this	
can	be	achieved	
by	pushing	the	
nega0ve	sign	
inwards	


